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ABSTRACT 

     This paper presents the design and development of 

a healthcare application using deep learning in low-

FODMAP vegetables and fruits image identification 

for patients with gastrointestinal problems or irritable 

bowel syndrome. FODMAP is fermentable and other 

specific type of carbohydrate can cause gas in GI 

tract.  This research uses MobileNetV2 as a deep 

learning model, a convolutional neural network 

architecture. In training the model, the dataset of 10 

types of low-FODMAP and high-FODMAP 

vegetables and fruits were used. The results of testing 

the application functionality by experimenting with 

the testing dataset of 2,000 images. It was found that 

the predictive efficiency of the system was average 

precision of 96.55%, average recall and balance 

accuracy of 96.30% and average F1-score of 96.29%. 

There is a probability that it can be classified to select 

only the classes of interest. This is due to the presence 

of a large number of true positives (TP) and a small 

number of false positives (FP), and a good average F1-

score or harmonic mean between precision and recall. 
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1. INTRODUCTION 

     Today, we find that patients with digestive 

problems are increasing. The most common disease is 

irritable bowel syndrome (IBS). According to 

statistics, 10-15% of patients with IBS worldwide have 

intestinal disorders which cause chronic constipation 

and diarrhea alternately followed. Each patient had a 

different degree of symptoms: 40% mild, 35% 

moderate, and 25% severe. [1] The symptoms of the 

disease meet the diagnostic criteria of Rome III [2] and 

American College of Gastroenterology. [3] IBS can be 

divided into four types: diarrhea predominant IBS 

(IBS-D), constipation predominant IBS (IBS-C), 

mixed IBS (IBS-M) and undetermined IBS (IBS-U). 

In addition, Small Intestine Bacterial Overgrowth 

(SIBO) is one of the causes of constipation, flatulence, 

diarrhea, included as cramps, bloating, and excessive 

gastrointestinal wind. [4] This is caused by an 

overgrowth of bacteria in the upper gastrointestinal 

tract. The bacteria produce gas that interferes with 

intestinal motility. The diagnosis of SIBO is evaluated 

through a breath test. That is, drinking a glucose or 

lactulose solution and analyzing the results. [5-6] We 

also found that both IBS and SIBO in the upper 

gastrointestinal tract were observed. In some patients 

there was a correlation. That is, excessive microbial 

overgrowth in the upper gastrointestinal tract causes 

irritable bowel syndrome. The patient therefore suffers 

from the combination of both symptoms. [7] It also 

found that more than a third of IBS patients had 

symptoms of SIBO. [8] In addition to taking care of 
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the medication as ordered by the physician. These is 

also a need for a diet together. Because certain foods 

can result in exacerbation of symptoms. That is, the 

small intestines are poorly absorbed by carbohydrate 

foods, therefore these foods are fermented by intestinal 

bacteria, especially in the small intestine until causing 

gas and weak acid in the intestines to increase and lead 

to sudden changes in the intestines environment. As a 

result, patients have symptoms of flatulence, 

stomachache or diarrhea also known as “IBS”.  The 

concept of food was introduced as some sugar when 

not digested in ileum, it is transferred to the large 

intestine and fermentation occurs to become short-

chain fatty acids and gasses such as H2, CH4 or CO2. 

Another part of sugar when not digested, it will draw 

water outside the small intestine cells into the digestive 

tract which causes the water balance to be lost. These 

sugars are a group of carbohydrates that the body is not 

well absorbed at all, known as fermentable 

oligosaccharides, disaccharides, monosaccharides and 

polyols (FODMAPs). 

         FODMAPs were defined and developed by the 

researchers from Monash University in Australia, 

which they aim to study the relationship with diseases 

associated with Crohn's disease. [9] FODMAPs are 

abbreviations for different types of sugars, which is 

Fermentable, Oligosaccharides (= Fructans and 

Galacto-oligosaccharides), Disaccharides (= Lactose 

and Maltose), Monosaccharides (= Fructose), And 

Polyols (= Sugar alcohols such as Sorbitol and 

Mannitol) where FODMAPs are divided into two 

groups: High-FODMAP and Low-FODMAP. In 

patients with IBS and bacterial overgrowth in the 

upper gastrointestinal tract, eating foods in the High-

FODMAP group will stimulate the symptoms even 

more. On the other hand, if the patient is able to eat a 

Low-FODMAP diet, the symptoms of the disease can 

be controlled. It shows that the symptoms of the 

disease are related to diet. [10] Therefore, it is 

recommended for patients with either IBS or SIBO to 

choose a Low-FODMAP diet. [11-13] However, the 

Low-FODMAP guidelines list several types of fruits 

and vegetables which it may cause discrepancies in the 

communication of understanding between healthcare 

providers and patients. One of the reasons for the 

unsuccessful treatment is due to the patient’s inability 

to remember food items and thus unable to follow the 

instructions. Moreover, from research and application 

development surveys related to recommending Low-

FODMAP fruit and vegetable diet according to patient 

health. It was found that no mobile applications were 

developed for this purpose in Thailand. Therefore, this 

research presents the design and development of a 

mobile application for visual identification of Low-

FODMAP fruits and vegetables using machine 

learning techniques and giving advice on how to eat 

those vegetables or fruits. Finally, patients can use 

their mobile phones as a tool to help them choose fruits 

and vegetables which are suitable for one’s own health 

conveniently.  

2. HEALTHCARE APPLICATION DESIGN 

      System design and development process can be 

shown in figure 1. This step starts with preparing a 

training dataset, each of which contains input data and 

its output data (Label). Then, that dataset will be used 

to create and train the model for supervised learning. 

This trained model will be used for fruit and vegetable 

detection and classifying. Then develop a mobile 

application to use as a user interface (UI) which is a 

way for users to import pictures of fruits and 

vegetables of interest as input and apply trained 

models to predict results. To indicate the type of such 

vegetables and fruits and the FODMAP type by 

showing the user through the UI application page. 

 

Figure 1. Machine Learning Process and Application. 

 

2.1 Deep Learning Models 

     Most of the deep learning models are complex. Due 

to having more than millions of model parameters. It 
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is the parameters obtained during the model training 

process, such as the neural network or the coefficients 

obtained from the linear regression. 

Figure 2. An Overview Process of Applying  

the Pre-training Model to Transfers Learning. 

     Keras applications have deep learning models 

available along with pre-trained weight training. These 

models can be used for prediction, feature extraction 

and fine-tuned through transfer learning. [14] This is a 

technique that reduces the time for training the deep 

learning models. By retraining some of the previously 

trained models with similar tasks. Become part of a 

new, more specialized model by extracting important 

features that need new ones and use a specialized 

dataset with the steps shown in figure 2. 

     These pre-training models were trained on the 

ImageNet dataset, which is a large-scale dataset that 

consists of 1.2 million labeled images from thousands 

of different classes. These classes cover a broad range 

of subjects, such as animals, plants, everyday objects, 

and various scenes. (Labeled images are images that 

have been annotated with descriptive tags or 

categories, which convey the content or position 

depicted in the image. These annotations are essential 

for training machine learning models using a 

supervised learning approach. The process involves 

assigning informative labels to images, enabling the 

models to learn and make predictions based on the 

provided labels during the training phase. 

Figure 3. Architecture of MobileNetV2. 

     This research uses MobileNetV2 proposed by 

Howard AG, et al. [15], a deep learning model in Keras 

applications. MobileNetV2 is a convolutional neural 

network architecture which is designed to use few 

resources for work with limited resources. It’s a small 

model which was developed to work well on mobile 

devices with the structure as shown in figure 3. The 

model is fast and has a low response time, scoring Top-

1, Top-5 accuracy of 0.713 and 0.901 respectively. It 

is one of the pre-trained models of Keras suitable for 

use in classification or detection. 

2.2 Data Preparation 

     This operation has steps as shown in figure 4. 

Initially, the images are prepared for use in the model 

training system and stored in a total folder of 

approximately 42,700 images. By dividing the image 

into 20 class, choosing to use 10 type of Low-

FODMAP and High-FODMAP, consisting of fruits 

and vegetables as follow: Low-FODMAP fruits and 

vegetables: Kiwi, Lime, Lemon, Raspberry, Papaya, 

Dragon fruit, Orange, Sweet Pepper, Eggplant and 

Tomato as shown in table 1. High-FODMAP fruits 

and vegetables: Apple, Pear, Peach, Watermelon, 

Rambutan, Lychee, Pineapple, Beetroot, Onion and 

Corn as shown in table 2. 
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Figure 4. Action Steps in the Data Preparation and Model Training Section. 

Table 1. List of Low-FODMAP Fruit and Vegetable Images Used.

 

 

Table 2. List of High-FODMAP Fruit and Vegetable Images Used.
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     In which some types of fruits and vegetables are 

covered by subspecies as well. In addition, images are 

also used that can easily identify the main 

characteristics of the breed. It is expected that users 

can see and take photographs while shopping in real 

life. For example, watermelon that has red and yellow 

flesh inside and is often cut in half to sell in stores. 

Therefore collecting such images in both manners 

uncut watermelon with watermelons cut in half, both 

varieties with red and yellow flesh inside.  

     Because most of the pictures usually the 

background color is white as shown in figure 5. This 

can lead to inefficient coaching from recognizing a 

feature that doesn’t really represent the class such as 

remembering the number and white characteristics of 

the background instead of remembering the feature 

that indicates the fruit or vegetable. In practical use, it 

is unlikely that users will be able to take photographs 

of interesting fruits and vegetables along with a 

background that is clearly colored and white as in the 

dataset. 

 

Figure 5.  The Apple Dataset Image Styles. 

 

Figure 6. Histogram of the Pixel Intensity. 

      We plot histogram to show the color intensity of 

the image pixels converted to grayscale images. It was 

found that the intensity of 255 has the highest number 

as shown in figure 6, where the intensity of the 

grayscale image is between 0 - 255 (0 = black, 255 = 

white). We need to prevent this problem with the first 

image augmentation. We create new images or modify 

existing images (Only images that do not use the 

background from a general shooting but were replaced 

by white as mentioned above). In this operation, we 

randomly selected the white part of the background, 

specifying the RGB color values by assigning the 3 

primary colors R (Red), G (Green) and B (Blue) 

representing the intensity of each color set. The 

random number range is between 0 and 255, as shown 

in figure 7. However, we have retained some of the 

images with white background, restoring the current 

dataset image to figure 8. and save the new image file 

to the specified folder location. 

 

Figure 7. The specifying RGB color values. 

 

Figure 8. The Apple Dataset Images After Random 

Background Color Change. 

 
Figure 9. Histogram Comparison When Randomly 

Changing the Image Background Color. 
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     The figure 9 showed comparing the histogram 

appearance of the image after randomly changing the 

background color. This results in instability in the 

background color of the dataset image while training 

the model, the importance of the feature can be 

reduced. Then extract all images into 2 parts which are 

the part used for training (Training dataset) and 

another used for validation after training (Validation 

dataset), divided into 75% and 25% respectively. This 

gives the number of images for each class as shown in 

figure 10. 

Figure 10. Number of Images Shared  

for Training and Validation. 

     In the process of rescale the image to 1/255 and 

require shuffle or randomly all datasets have a 

distribution of data or have a distribution without 

leaning in either way.  

     Then bring the image for training dataset into the 

second image augmentation process. In this step, we 

will determine to modify the image. By having a 

random image of no more than 10 degree, randomly 

rotating images up to 25 degrees, randomly zooming 

images up to 10% moving images left-right and up-

down random on more than 10% and flip the 

horizontal image with both orientations randomly as 

shown in figure 11. It is also required to be filled with 

the part that is rotated beyond the edge of the image, 

making it the nearest feature, making the closest part. 

In this case the color of the background to fill in the 

excess space. The difference is shown in figure 12. 

 

Figure 11. Before and After Image Through Image 

Augmentation Process. 

 

Figure 12. Image Difference Given Static 

Complement and an Image that Defines the Fill 

Based on the Closest Part. 

     For image augmentation, we mainly focus on 

adjusting the characteristics of each class of vegetables 

and fruits. Because if we bring the image to training 

immediately, it may cause overfitting which is a 

problem caused by ineffective recognition. For 

example, it might be remembered that when this 

number of red objects were centered, the image was 

apple, or you might remember that apple has to have 

100% color and style accordingly. If the corners of the 

image are slightly distorted, it’s not an apple right 

away. The others memorizing details in the images 

that may not be related to being apple. 

2.3 Training the Model 

     After going through the image augmentation 

process, train the data to classify it with packets from 

the Keras and TensorFlow libraries. This process will 

provide training by running the pre-trained model, 

MobileNetV2, with the following steps:  
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• Bring layers from the old model to freeze the data, 

to avoid destroying any data which is in the future 

training cycle as an example of the steps in Figure 

3. 

• Adding new trainable layers on top of frozen 

layers to allow the model to learn how to 

transition from old properties to predictions with 

new datasets using the sequential layers addiction 

method. 

• Complete the model settings and adjust each layer 

until the end, and assign the final layer to the 

shape according to the number of outputs that can 

be generated, 20 classes, which will get a new 

modified model. 

     Then define the optimizer part, which is the main 

component that drives the model to learn what we 

want. In this experiment, we used ADAM technique 

(Adaptive moment estimation), an adaptive gradient 

descent optimization tool commonly used in deep 

neural networks. It is also used to define the loss 

functions, which are tools used to measure how well 

the neural network is performing in each training 

session. In this research, we used standard multiclass 

cross-entropy loss. 

     Began the training by setting batch size = 64, set 

the maximum number of rounds of a training session 

called epochs = 30 rounds. Finally, set the learning 

rate, a hyperparameter that controls how much the 

model’s weight changes in one step of the training 

model process to be equal to 0.001. 

     While training the model, the loss and accuracy 

values of both the training and validation side are 

displayed in every epoch. The learning efficiency of 

the model is measured by these loss and accuracy 

values. The less the model’s loss or error value is well 

learned. However, on the other hand, the higher the 

accuracy, the better the model’s learning. 

     Generally, the more epochs cycle count, the loss 

decreases and accuracy increases until it reaches a 

fixed point. When finish training the model, it saves 

the model and converts it to a “tflite” file extension 

called TensorFlow Lite (TFLite). This is a tool that 

allows developers to bring TensorFlow models to run 

on mobile devices with smaller models, work faster 

and lower latency. It may reduce the accuracy a bit so 

that this model can be run in the android application 

that will be developed in the next section. 

 

Figure 13. Performance of Learning Curves. 

 

Figure 14. Optimization of Learning Curves. 

     The figure 13 and figure 14 shows the relationship 

of accuracy to the increasing number of epochs 

(Performance learning curves) and the relationship of 

loss to the number of epochs increasing (Optimization 

learning curves) respectively. Where the blue line is 

the accuracy or loss of training and the red line is the 

accuracy or loss of the validation. This allows the 

model’s learning to be diagnosed. To determine from 

the learning curve whether the training dataset and 

validation dataset represent the appropriate data in the 

model development process. 

     Healthcare Application Development: In 

developing healthcare applications, Flutter framework 

is a cross-platform framework used to develop native 

mobile applications that can be used for both android 

and iOS using Dart language. We can show the overall 

working process of mobile application from the 

beginning of both user side and mobile application 

side as shown in figure 15. 

     On the mobile application side, import the model 

file with the extension .tflite and configure the label or 

the result indicating the fruits and vegetables of all 20 

classes according to the order from which they have 

been trained. On the user’s side, there are two ways to 
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choose the format of the image input: select a file from 

within the device or choose to press the capture button 

at that moment as shown in figure 16. 

 

Figure 15. An Overview of the Mobile Application 

Operation in this Research. 

 
Figure 16. Application Example in the Main Page  

for Selecting the Detection Method. 

     When the user selects an input image, it goes 

through image processing which gives the appropriate 

image for prediction. Then begin predicting the class 

from the image above. When it was concluded that it 

was any type of fruit and vegetable from the selection 

of the greatest probabilities. For example, when a user 

takes a picture of a lime after predicting and 

concluding that it is a lime. It is also indicated to 

classify whether it is Low-FODMAP or High-

FODMAP. In this example case, its class L2_Lime is 

Low-FODMAP, the display color will be green which 

indicates that it can be eaten safely. And vice versa, 

High-FODMAP emphasizes the use of red which 

indicates caution such patients should not eat it as 

shown in figure 17. 

 
Figure 17. Screen Preview for Low-FODMAP 

/High-FODMAP Fruit and Vegetable Prediction. 

     In addition, when the results are displayed on the 

screen users can choose to save the results for later 

viewing. The system will save the history of images 

and data of the prediction results obtained in the result 

page and show the date and time that the user has 

selected that kind of fruit and vegetable to predict as 

well. Moreover, the system also allows users to click 

to see detailed information and recommendations of 

the aforementioned fruits and vegetables as shown in 

figure 18. 

 
Figure 18. Preview of the Prediction History Results 

Screen that the User Chooses to save. 

3. TESTS AND RESULTS 

     In this research, we test the performance of the 

application. The experiment used 2,000 testing dataset 

to find the prediction results from the model obtained 

from the training. The test dataset used here consisted 

of 20 classes of fruits and vegetables divided into 100 
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equal classes of each class, stored in a random folder, 

as an example in figure 19. And create an annotation 

file for identifying the image names based on the 

actual results that the program should predict, as an 

example in figure 20. 

 

Figure 19. An Example Image for Testing the 

Model’s Performance. 

 

Figure 20. Annotation File Preview to Prepare to 

Compare Test Results. 

     Then load the trained model and use it to predict the 

images used for such tests. The result is probabilities 

from the prediction of each image in the form of an 

array. For example [0.0000001943, …, 0.9000451565, 

0.0000001111, 0.0999539122] according to the 

location of all 20 defined classes. Which class has the 

most probabilities is considered the class as the result 

of the prediction. From figure 21, the example case is 

considered class L8_SweetPepper because it has 

probabilities at 0.9000451565 or confidence at about 

90%. 

 

Figure 21. An Example of a Prediction with the 

Probabilities of L8_SweetPepper Most Valuable. 

     Bring the results to be stored as a data frame and 

linked to the data from the previous annotation file, 

and collect the probabilities shown in figure 22. When 

we bring the plot together with the image used for 

testing, it will be as shown in figure 23. 

 

 Figure 22. A Prediction Results of the Model  

with 32-50 Test Images and Actual Results. 
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Figure 23. Example of a Test Image, the Predicted 

Results of the Model with Actual Results. 

     The values from this comparison table are then 

calculated as the confusion matrix, which is an 

important tool for evaluating prediction results. By 

finding the ratio between the predicted label and the 

actual result (actual label) from a total of 2,000 images 

as shown in figure 24. 

 

Figure 24. Confusion Matrix of Models  

including 20 Classes. 

    From figure 24, the confusion matrix model can 

explain the comparison of predicted results with actual 

results in all classes. For example, a class H3_Peach 

result can be predicted to match the expected result of 

up to 98 of 100 images. However, some images were 

predicted to be class H2_Pear and class L7_Orange, 

one each. The numbers within the confusion matrix 

can be used to calculate the values of true positive, true 

negative, false positive and false negative as follows.  

• True positive (TP) is the case when both the 

predicted result and the actual result are also class 

X (correct because the prediction is class X). 

• True negative (TN) is the case when both the 

predicted result and the actual result are not class 

X either (correct because the prediction is not 

class X). 

• False positive (FP) is if the predicted result does 

not match the actual result. The prediction is class 

X, but the actual result is not class X (wrong 

because the prediction is class X). 

• False negative (FN) is the case when the 

prediction result does not match the actual result. 

In this case, it predicts that it is not class X, but 

the actual result is class X (wrong because it 

predicts that it is not class X). 

And all such values can be calculated to evaluate the 

effectiveness of the model prediction. Including 

precision, recall and F1-score of each class [20] as 

follows. 

• Precision is the value of accuracy as equation (1). 

Comparison between predicted to be class X 

correct and true to predicted to be class X, 

Precision=((TP))/((TP+FP)) but the actual result 

is not. 

              𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(𝑇𝑃)

(𝑇𝑃+𝐹𝑃)
             (1) 

• Recall (True Positive Rate : TPR) is the value that 

tells the part that the program predicts to be class 

X, how much ratio of all must be class X as 

equation (2). It is like an accuracy that considers 

only one class of interest. 

                          𝑅𝑒𝑐𝑎𝑙𝑙 =
(𝑇𝑃)

(𝑇𝑃+𝐹𝑁)
                (2) 

F1-score is the harmonic mean between precision and 

recall as equation (3), to measure the model’s ability. 

                                                 

                F1-score = 2 ×
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
      (3) 



27               INTERNATIONAL JOURNAL OF APPLIED BIOMEDICAL ENGINEERING VOL.16, NO.1, 2023 
 

 

      Therefore, when bringing the confusion matrix 

from figure 24 to display a new result as a separate 

class that is mainly interested, by calculating the true 

positive, true negative, false positive and false 

negative values of each class. It is shown in figure 25. 

 
Figure 25. Confusion Matrix Identifies a Separate Class Target. 

 

     And bring these values to calculate the three 

performance estimators and put them in the table as 

shown in figure 26. 

 
Figure 26. Prediction Performance for Each Class of 

the Model from the Same Number of Datasets, Each 

Class of 100 Images. 

     When we summarized the predictive performance 

of each class, the overall performance was considered 

good. Most of the images can be predicted to match 

the expected results. But there are still some images 

from the class that are misleading from reality. Part of 

this may be due to the dataset, which is a perspective 

image based on real life photography. There are still 

quite a few characteristics of some fruits and 

vegetables that are similar. 

     Finally, we plot area under the curve (AUC) and 

calculate receiver operator characteristic (ROC) of 

each of the 20 class images using true positive rate 

(TPR) and false positive rate (FPR). ROC curve is a 

way to tell that the test can separate the class of 

vegetables and fruits well apart from each other. A 



W. Wiriyasuttiwong, et al                                                                                                                    28 
 

 

good graph should have a corner point that is closest 

to the top left. Because the upper left corner of the 

ROC curve is the point where sensitivity (recall) = 

100% and specificity (true negative rate) = 100%. It 

can also indicate the value of AUC, which indicates 

overall test accuracy. If the closer the AUC value is to 

1, the greater the test accuracy, because it represents 

the probability that the prediction set will give the most 

accurate results as shown in figure 28. 

 

Figure 27. Model ROC Curve from Testing  

with the Datasets. 

Figure 28. Graph Summarizing the Predictive 

Performance Across All Classes. 

4. DISCUSSION AND CONCLUSIONS 

     In conclusion, from the fruits and vegetables 

prediction performance test to identify and classify the 

type of fruits and vegetables. It was found that the 

overall prediction was satisfactory. It has average 

precision of 96.55%, average recall (true positive rate) 

with balance accuracy of 96.30% and average F1-

score of 96.29%. From the recall, it shows that overall, 

if using images according to the class of interest, it can 

be predicted correctly. When we compare the total 

number of images that should result in those classes of 

interest. This is due to a large number of true positive 

(TP) values and a small number of false negative (FN) 

values. However, there was still a minority of images 

that were incorrectly predicted at 74 of the 2,000 

images. The above average precision represents the 

accuracy of the prediction. That is, it has the 

probability that can be distinguished to select only the 

classes of good interest due to the presence of a large 

number of true positive (TP) and a small number of 

false positive (FP), and the average F1-score or 

harmonic mean between precision and recall at a good 

level.  
 

     In addition, comparing the efficiency of each class 

from Figure 28, it was found that vegetables and fruits 

in class H10_Corn (Corn) and class L6_DragonFruit 

(DragonFruit) had the best predictive performance. 

Because it can predict correctly with recall = 100% 

and there is no wrong prediction from other classes 

that it is this type of class as well. This makes precision 

and F1-score equal to 100%. On the other hand, fruits 

and vegetables of class L3_Lemon (Lemon) had the 

least predictive performance. Because the nature of 

this fruit is very close to other classes of fruit, 

especially oranges and lemons. As for the recall value 

caused by the wrong prediction of another class, the 

F1-score is the least, at 81.00% and 88.52% 

respectively. 
 

     This results in a class L2_Lime (Lime) that even 

has its own true positive rate or recall of 100% (Lime 

images can predict lime are all correct). However, 

there is another class that is wrongly predicted to be 

the class with the largest number of limes at 21 images, 

so the precision is the lowest at 82.64%.  

      When considering the ROC curve as shown in 

Figure 27. It is found that class 12 or L3_Lemon 

clearly has less ROC value than other classes. It shows 
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that the model is capable of separating this class from 

the other classes the least, having an area of about 

0.994. On the other hand, class H10_Corn and 

L6_DragonFruit have the best ability to distinguish a 

class image from another class, having the area = 1.00. 

This can help verify performance in addition to the 

precision, recall and F1-score calculations above. 

However, it was found that all classes had AUC values 

closer to 1.0 and the angular characteristics of the 

graphs were very aligned to the top left, there was little 

difference in the graphs, and most of the lines were 

overlapping. Therefore, demonstrating the presence of 

a very high overall test accuracy, there is a probability 

that this prediction set which the results are true as that 

actual.  

     When we compare the efficiency of the coaching 

model for each cycle of epochs as shown in Figure 13 

and 14. It shows that the performance and optimization 

learning curves are graphed as the good fit learning 

curve. That is, both training loss and validation loss are 

continuously decreasing to a fixed point. The two 

graph lines have a small gap between them, which 

indicates that the model is well learned. This trained 

model can be used to predict images of fruits and 

vegetables that have never been found from the precise 

training (The placement or shooting style other than 

the image used for training but must be a specified 

species). We call this case the generalization of new 

data. Therefore, it can be concluded that the model 

from the above training can be used as a prototype 

system for further practical use. However, we should 

add images dataset for better performance, especially 

Lemon and Lime classes, for example, which may 

increase the overall performance by up to 99%. 

       However, the restrictions on the use of the 

application due to the images collected does not cover 

the level of ripeness and abnormal damage from fungi 

in each fruit. Therefore, if the user takes or selects an 

image of fruits and vegetables that have too much 

ripeness or unusual appearance than the images used 

in the training such as fruits and vegetables that are 

close to spoil or surrounded by fungi, it can result in 

erroneous predictions. In addition, there is also the 

issue of characteristic constraints that are an important 

feature to indicate the class of vegetables and fruits as 

actual life fruits and vegetables which do not look the 

same in 360 degrees. In some ways, it can be very 

similar to other fruits and vegetables. This can result 

in erroneous predictions.  For efficiency in use, users 

should choose to photograph the fruits and vegetables 

they are interested in from the perspective that is most 

clearly descriptive of the type. Because the system for 

classifying the types of vegetables and fruits is a form 

of multi-class classification. It is able to classify the 

classes of fruits and vegetables with multiple classes, 

but only selects the label output that is the final answer 

as the only answer. It does not use the multi-label 

classification format in which multiple label outputs 

can be specified in the event that the image contains 

more than one type of fruit and vegetable.  Therefore, 

in order to use it, users need to take pictures of the 

fruits and vegetables they are interested in with only 

one type per image. 

       Finally, species restrictions are not present in the 

dataset due to the type-restricted images. Therefore, it 

does not cover other types of vegetables and fruits 

other than the images in the dataset mentioned, and 

other selected subspecies of it. In future developments, 

a prediction result class should be added in addition to 

the Low-FODMAP and High-FODMAP classes in 

order to be able to identify such fruit and vegetable 

types. There are also other environmental factors such 

as the quality of the device camera, photography 

brightness, that may affect the predictive ability to 

classify fruits and vegetables as well. 
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